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KBMC (Korean

Bio-medical Named Entity Recognition Bio-Medical Corpus)

- NER contributes to processing medical terminology. Medical NER enables language models to identify and - The first open-source medical NER dataset for
process medical terminologies and jargon. Korean.
- NER facilitates information extraction from unstructured data.
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Data Appllcatlon on a clinical text processing toolkit in Python,
MedSpaCy as well.
- The distribution of Named Entity labels in two datasets: the original Naver NER dataset (left), and a combined
version of the Naver NER dataset (partial) and KBMC (right).

Original Naver dataset Integration of KBMC/NER & Naver dataset

- KBMC enables language to recognize a broader
spectrum of medical terms, enhancing their
understanding and processing of clinical texts.
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(KBMC), the first open-source Korean medical

NER dataset. This contributes to solving the

- For data augmentation and comparison of NER in general and domain-specific text, the Naver NER dataset is data scarcity problem.
concatenated with KBMC.

- The concatenated version includes 13 general Named Entities and 3 medical Named Entities. - Crucial role in medical data processing.
Medical NER would facilitate the sensitive
data anonymization process and contribute to
the reconstruction of medical data that lack

Experiment standardized formats.
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